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Abstract—The frequent itemset mining (FIM) is one of the most important techniques to extract knowledge from data in many real-world applications. The Apriori algorithm is the widely-used algorithm for mining frequent itemsets from a transactional dataset. However, the FIM process is both data-intensive and computing-intensive. On one side, large scale data sets are usually adopted in data mining nowadays; on the other side, in order to generate valid information, the algorithm needs to scan the datasets iteratively for many times. These make the FIM algorithm very time-consuming over big data. The parallel and distributed computing is effective and mostly-used strategy for speeding up large scale dataset algorithms. However, the existing parallel Apriori algorithms implemented with the MapReduce model are not efficient enough for iterative computation. In this paper, we proposed YAFIM (Yet Another Frequent Itemset Mining), a parallel Apriori algorithm based on the Spark RDD framework—a specially-designed in-memory parallel computing model to support iterative algorithms and interactive data mining. Experimental results show that, compared with the algorithms implemented with MapReduce, YAFIM achieved 18× speedup in average for various benchmarks. Especially, we apply YAFIM in a real-world medical application to explore the relationships among medical entities. It outperforms the MapReduce method around 25 times.

Keywords—Frequent Itemset Mining; Apriori Algorithm; Parallel Computing; Spark; Medical Application

I. INTRODUCTION

Frequent itemset mining (FIM) is a kind of important data analysis and data mining applications. It aims to extract information from databases based on frequently occurring events. The Apriori algorithm [1], in which the frequency counting is achieved by scanning the dataset repeatedly for different sizes of candidate itemsets, is one of the well-known algorithms for FIM.

Many single-node techniques have been put forward to mine databases for frequent events [1, 2, 3]. These techniques work well on small datasets. However, as the datasets grow larger and larger, due to the limit memory capacity and computation capability of a single node, these methods become inefficient to mine frequent itemsets over big data. The memory requirements for handling the complete set of candidate itemsets blow up fast and the computational cost can be expensive on a single machine.

On the other side, parallel programming is more and more used to accelerate processing of the massive amount of data. Some researchers have implemented several parallelized Apriori algorithms with the MapReduce framework and achieved certain speedup compared with the single-node methods. However, the MapReduce framework [4, 5] is not suited for the FIM algorithm like the Apriori algorithm with intensive iterated computation.

In this paper, we put forward YAFIM (Yet Another Frequent Itemset Mining), a parallel Apriori algorithm based on the Spark, an in-memory-based and iterative computing model and framework. First we load transactional datasets from HDFS into the Spark RDDs (Resilient Distributed Datasets), the memory-based data objects in Spark. Then we iteratively use k-frequent itemset to generate (k+1)-frequent itemset. This way we can make good use of the cluster memory. The experimental results show that YAFIM outperforms the methods with MapReduce with speedup of 18× in average on many benchmarks. Further, we also applied YAFIM in a real-world medical application to mine the relationships among medical entities. The result shows that YAFIM is 25 times faster than the MapReduce-based methods.

The rest of this paper is organized as follows. Section II briefly describes the concepts of frequent itemset mining, the Apriori algorithm and Spark. Section III discusses related work. Section IV introduces the YAFIM algorithm in detail. Section V evaluates the performance of YAFIM and compares it with current methods. In this section, we also apply our YAFIM algorithm in a real-world medical case data. Section VI concludes the paper.

II. BACKGROUND

A. Frequent Itemset Mining and the Apriori Algorithm

Let $I = \{i_1,i_2,\cdots,i_n\}$ be a set of items and a transaction is defined as $T = (tid, X)$, where $tid$ is a transaction identifier and $X$ is a subset of items from $I$. A transactional database $D$ consists of a set of such transactions. The support of an itemset $Y$ is defined as the number of transactions that contain the itemset. Formally,
\[
\text{sup}(Y) = \left| \{ \text{tid} \mid Y \subseteq X, (\text{tid}, X) \in D \} \right|
\]  

An itemset is said to be frequent if its support is greater than a given threshold \( \sigma \), which is called minimum support or \( \text{MinSup} \) in short.

The Apriori algorithm is based on the fact that the algorithm uses prior knowledge of frequent itemset property that all nonempty subsets of a frequent itemset must also be frequent [6]. Based on this fact, we will start the FIM process from finding the frequent itemsets with 1 item first (denoted as 1-frequent itemset). Then we will find k-frequent itemsets based on (k-1)-frequent itemsets.

Algorithm 1 [1] describes the pseudocode for the Apriori algorithm. First of all, it starts finding the frequent item by making a pass over \( D \). Then, the algorithm iteratively continues to extend k-length candidate itemsets and counts their supports by making another pass over \( D \) to check whether these candidate itemsets are frequent. Exploiting the monotonic property, Apriori prunes those candidates for which a subset is known to be infrequent. Depending on the minimum support threshold used, this greatly reduces the search space of candidate itemsets.

### Algorithm 1: Apriori Algorithm

1: \text{Apriori}(T, \sigma)
2: \( L_1 \leftarrow \{ \text{large-1-itemsets} \} \)
3: \( k \leftarrow 2 \)
4: \textbf{while} \( L_k \neq \text{emptyset} \)
5: \( C_k \leftarrow \{ a \cup \{ b \} \mid a \in L_{k-1}, b \in \bigcup L_{k-1}, b \notin a \} \)
6: \textbf{for} transactions \( t \in T \)
7: \( C_t \leftarrow \{ c \mid c \in C_k, c \subseteq t \} \)
8: \textbf{for} candidates \( c \in C_t \)
9: \( \text{count}[c] \leftarrow \text{count}[c] + 1 \)
10: \( L_k \leftarrow \{ c \mid c \in C_k, \text{count}[c] \geq \sigma \} \)
11: \( k \leftarrow k + 1 \)
12: \textbf{return} \bigcup L_k

B. The Spark Parallel Computing Framework

Spark [7] is a distributed computing framework developed at the Berkeley AMPLab. It offers a number of features to make big data processing fast. The fundamental feature that especially benefits the iterative computations is its in-memory parallel execution model in which all data will be loaded into memory. The second key feature is that, deferring from the fixed two-stage data flow model in MapReduce, Spark can provide very flexible DAG-based (directed acyclic graph) data flow. These two features can significantly speedup the computation for those iterative algorithms such as the Apriori algorithm and some of other machine learning algorithms. This is how Spark can achieve 1-2 orders of magnitude faster than MapReduce.

The programming model of Spark is upon a new distributed memory abstraction called resilient distributed datasets (RDDs) which is proposed for in-memory computations on large cluster. An RDD is an immutable collection of data records. It can provide a variety of built-in operations to transform one RDD to another RDD. Spark will cache the contents of the RDDs in memory on the worker nodes, making data reuse substantially faster. RDDs can achieve fault-tolerance based on lineage information rather than replication. Spark tracks enough information to reconstruct RDDs when a node fails.

III. RELATED WORK

A number of existing algorithms on FIM have been proposed in past decades [9-14], including the MapReduce-based parallel FIM algorithms emerging in recent years to deal with large scale datasets.

In general, we can classify the existing parallel FIM algorithms into two categories: one-phase and k-phase algorithms. One-phase algorithms need only one phase (e.g., a MapReduce job) to find all frequent k-itemsets [15]. The one-phase algorithm needs to generate many redundant itemset during processing, which may lead memory overflow and too much execution time for large data sets. The k-phase algorithm (k is maximum length of frequent itemsets) needs k phases (e.g., k iterations of a MapReduce job) to find all frequent k-itemsets [16, 17, 18]: phase one to determine 1-frequent itemsets, phase two the 2-frequent itemsets, and so on.

Lin et al. proposed three algorithms that are adaptations of Apriori on MapReduce: SPC, FPC and DPC. SPC is one-phase and two others are k-phase. These algorithms distribute the datasets to mappers to perform the counting step in parallel [17]. The PApriori algorithm proposed by Li et al. is very similar to SPC. The map function performs the procedure of counting each occurrence of all the candidates in a parallel way and then the reduce function sums up the occurrence [16]. Nguyen et al. aimed at mining high dimensional correlated subspaces for knowledge discovery in multi-dimensional data in Apriori processing through theoretical analysis [23]. Sandy Moens et al. introduced two new methods for mining large datasets: Dist-Eclat and BigFIM. Dist-Eclat is a MapReduce implementation of the well known Eclat algorithm which focuses on speed while BigFIM is optimized to deal with truly Big Data by using a hybrid algorithm with both Apriori and Eclat on MapReduce [24]. S. Hammoud proposed a method to iteratively switch between vertical and horizontal database layouts to mine all frequent itemsets. At each iteration the database is partitioned and distributed across mappers for frequency counting [19].

All the above work was intended to parallelize the Apriori algorithm in MapReduce framework. Actually, the iterative and level-wise structure of the Apriori-based algorithms does not fit well into the MapReduce framework because in each round a new MapReduce job needs to read the data from and write back to HDFS [25], which will
create a lot of overhead on I/O and thus heavily increase the time cost. Unlike these methods, the YAFIM algorithm we propose can parallelize the FIM processing over the Spark RDD and make better use of memory and avoid many overheads.

IV. THE YAFIM ALGORITHM

A. Design

YAFIM is a parallel Apriori algorithm based on the Spark RDD model. It contains with two phases in processing workflow.

1) Phase I: we load transaction datasets from HDFS into the Spark RDD and make good use of cluster memory.

As illustrated in Fig. 1, first, the transactional dataset input file will be applied a `flatMap()` function (executed by workers) to read all transactions and put them into the Transactions RDD. Then a `flatMap()` function will be applied on each of transactions to get all items from them. When the flatMap process is finished, the `map()` function is applied to transform all items to the `<Item, 1>` key/value pairs. Finally, the `reduceByKey()` function starts to count the frequency of each items in the transactional dataset and also prunes the items which frequency are less than the minimum support \( \sigma \). All items above the threshold will fall into 1-frequent itemset. The Algorithm 2 describes the pseudocode for the process.

2) Phase II: in this phase, we iteratively using k-frequent itemsets to generate (k+1)-frequent itemsets.

As illustrated in Fig. 2 and described in Algorithm 3, we read the k-frequent itemsets \( L_k \) and store them as RDDs in the form of `<itemset, count>`. Then we will get candidate itemsets \( C_{k+1} \) from them. To speed up the searching speed of finding (k+1)-frequent itemsets from the candidate itemsets, we store \( C_{k+1} \) in a hash tree. Then we scan the existing Transactions RDD to list all occurrences of each of candidate itemsets by applying a `flatMap()` function. Further we apply a `map()` function to emit the `<itemset, 1>` key/value pairs for each of occurring itemsets. Finally the `reduceByKey()` function collects all the support counts of each of candidate itemsets and output the `<itemset, count>` pairs as (k+1)-frequent itemsets when the count is no less than the minimum support count \( \sigma \). The Algorithm 3 describes the pseudocode.
Algorithm 3 Phase II of YAFIM

1: Read $L_{k-1}$ from RDD
2: $C_k = ap\_gen(L_{k-1})$
3: Foreach transaction $t$ in $S_i$
4: \begin{align*}
    &\text{flatMap (line offset, t)} \\
    &C_i = \text{subset}(C_k, t)
\end{align*}
5: Foreach candidate $c$ in $C_i$
6: \begin{align*}
    &\text{Out}\(c, l)\
\end{align*}
7: End Foreach
8: End flatMap
9: End Foreach
10: End reduceByKey
11: reduceByKey \((c, count)\)
12: \begin{align*}
    &\text{sum} = 0
\end{align*}
13: While (Item in partition)
14: \begin{align*}
    &\text{sum} += \text{count}
\end{align*}
15: End While
16: If (sum $\geq$ min\_sup)
17: \begin{align*}
    &\text{Out}\(c, sum)\
\end{align*}
18: End if
19: End reduceByKey

B. Memory Utilization

As discussed in the previous subsection, the YAFIM algorithm consists of two phases: the phase I is to get frequent 1-itemsets and the phase II is to generate $(k+1)$-frequent itemsets from $k$-frequent itemsets iteratively. Each iteration of the YAFIM algorithm will reuse the same dataset of original transactional data. In phase I, the code thus starts by loading the transactional dataset into an in-memory cached RDD, by passing a text file through a `getTransaction()` function that reads each line of text into a class representing the transaction. We then reuse this RDD to generate frequent itemsets. Phase II consists of the join and prune steps. These steps can readily be expressed as a MapReduce computation, which we implement in Spark using the flatMap() and reduceByKey() operations.

Our proposed algorithm takes the advantage of the Spark RDD model. We store all data as RDDs in distributed workers of the cluster and achieve in-memory computation. In this way, the transactional dataset only needs to be loaded in the very beginning and will be held in the memory as much as possible and the computations for later iterations will be much faster.

C. Share Data With Broadcast

In YAFIM, we need to share some data to the worker nodes at each iteration. To achieve this, we need to broadcast the transactional data to all the nodes at the start of the job and when frequent itemsets are generated after each iteration.

A naïve way is to package the transactional data needed for each task and send to the cluster, which was the default behavior in Spark. However, this will result in poor performance for YAFIM as the master node’s bandwidth becomes a bottleneck, capping the rate at which tasks could be launched and further limiting the scalability. For larger dataset even reading the data once per node from a distributed file system is a bottleneck. To mitigate the problem of large datasets, we adopt an advanced feature called broadcast variables abstraction in the Spark, which allows programmers to send a piece of shared data to each slave only once, rather than with every task that uses the data [8]. We use the broadcast variables to send static data that are used throughout the job. This can improve the speed of the overall job processing.

V. Performance Evaluation

In this section, we evaluated the performance for YAFIM by comparing it with MRApriori [16]. YAFIM is the first implementation of the Apriori algorithm in the Spark framework and MRApriori is a typical implementation of the parallel Apriori algorithm based on MapReduce [22] with good performance. Other MapReduce implementations of the Apriori algorithm are the same as MRApriori in solution that in each round a new MapReduce job reads the data from and writes back to disk iteratively. As a result, the performance of MRApriori is almost the same as that of other MapReduce implementations.

A number of benchmark datasets were used in our experiments. All experiments were executed three times and the average was taken as experimental results. We implemented the YAFIM algorithm in Spark-0.7.3 and run MRApriori in Hadoop-1.0.4. All the data were stored on the same HDFS cluster. We made our experiments on a cluster consisting of 12 nodes, where each node has two Intel Quad Core Xeon CPUs running at 2.4 GHz, 24 GB memory and a 2TB disk. The computing nodes are all running at the RedHat Enterprise Linux Server 6.0 and Java 1.6.0.

Further, we also evaluated the scalability performance of YAFIM in terms of the sizeup and speedup that are important factors of a parallel algorithm. The sizeup analysis holds the number of cores in the system constant and grows the size of the datasets to measure whether a given algorithm can deal with larger datasets. The speedup measures how much faster a parallel algorithm is than a corresponding sequential algorithm by growing the number of cores in the system while keeping the size of datasets constant. The correctness of YAFIM is also evaluated and all the experimental results of YAFIM are exactly same as MRApriori.

A. Datasets

We ran experiments with both programs on four large scale data sets with different characteristics. The data sets we used include MushRoom (a data set describing poisonous and edible mushrooms by different attributes [21]), T104D100K (an artificial data set generated with IBM’s data generator [20]), Chess (a data set listing chess end game positions for king vs. king and rook) and Pumsb star [26]. The first three data sets are available from the UCI machine learning repository [21]. Properties of these datasets are given in Table I.
TABLE I. PROPERTIES OF DATASETS FOR OUR EXPERIMENTS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of Items</th>
<th>Number of Transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MushRoom</td>
<td>119</td>
<td>8,124</td>
</tr>
<tr>
<td>T10I4D100K</td>
<td>870</td>
<td>100,000</td>
</tr>
<tr>
<td>Chess</td>
<td>75</td>
<td>3,196</td>
</tr>
<tr>
<td>Pumsb_star</td>
<td>2,113</td>
<td>49,046</td>
</tr>
</tbody>
</table>

B. Speed Performance Analysis

Fig. 3 shows the performance of two algorithms with different data sets in each iteration. We can see that in each iteration, YAFIM takes much less time than MRApriori in all different datasets. For the MushRoom dataset, the total execution time cost is about 14s for YAFIM while 297s for MRApriori, which is about 21 times faster. Especially, in the last pass of iterations for the MushRoom dataset, it takes 0.9s for YAFIM and 34s for MRApriori, which is about 37 times faster. In the Chess dataset, the total execution time cost is 18s for YAFIM and 378s for MRApriori, which is about 20 times faster. Moreover, in the last pass of iterations for the Chess dataset, YAFIM takes 0.6s and MRApriori takes 34s, achieving nearly $55 \times$ speedup. For the T10I4D100K dataset, the total execution time for YAFIM is about 10 times faster than that for MRApriori. In the Pumsb_star dataset, it is approximately 21 times faster.

![Figure 3](image-url)

Figure 3. Performance evaluation of each pass in YAFIM and MRApriori. X-axis is the pass of the iteration, Y-axis is the execution time.
As shown from Fig. 3, YAFIM outperforms MRApriori about $18 \times$ in average for four different benchmarks in speed performance.

C. Scalability Performance Analysis

To measure the performance of sizeup, we fix the number of cores to 48. We replicate four datasets to 2, 3, 4, 5, and 6 times in size to get larger datasets in order to make experiments to examine the data scalability of YAFIM. Fig. 4 shows the data scalability performance. The x-axis is the replicated times of data size of original datasets. As shown in Fig. 4, the execution time cost for MRApriori increases sharply and almost grows linearly when the size of the datasets increases. In contrast, our YAFIM algorithm grows slowly and keeps nearly flat for all benchmarks. This is the result of memory computing and broadcasting that reduces the overall time spent in I/O and network communication.

The results show better performance for YAFIM than that for MRApriori.

Figure 4. Sizeup performance evaluation of different datasets.

To measure the node scalability, we kept the dataset fixed and varied the number of running nodes. The number of nodes varies from 4, 6, 8, and 10 to 12. Fig. 5 shows the speedup for different datasets. The x-axis is the number of cores. We can see that as the number of running nodes increases, the time cost for YAFIM goes near-linear. The result indicates that YAFIM can achieve near-linear scalability in performance.
used in sales-purchase domain and now has been used in various fields such as healthcare and medical applications. Resemblance between medical case and sales-purchase bill is the motivation of using FIM in this research work. We apply our YAFIM algorithm in medical case data to find the relationship in medicine.

Compared with the MRApriori algorithm, our YAFIM algorithm is 25 times faster for medical case dataset analysis. In every pass of iterations, the execution time of YAFIM is far less than MRApriori. Moreover, the execution time of each iteration becomes less and less with the increase of iterations. The first reason is that YAFIM just reads the dataset from disk into memory at the beginning and then computes data in the memory later. The second reason is that with the increase of iterations, the size of frequent itemsets decreases. In contrast, the MRApriori algorithm needs to scan data from disk in every job. Fig. 6 shows the comparison between YAFIM and MRApriori. The x-axis is the pass of the iterations.

**D. Application in Healthcare and Medicine**

We also apply the YAFIM algorithm into a medical text semantic analysis application to evaluate its performance. Healthcare is a typical domain with big data. Hospitals and other health related organizations have collected huge volumes of data, thus attracting data mining researchers to explore and find more facts and knowledge. FIM is initially

![Figure 5. Speedup performance evaluation of different datasets in YAFIM.](image)

![Figure 6. Comparison between YAFIM and MRApriori in real-word medical case data (Sup = 30%)](image)

**VI. CONCLUSION**

FIM is an important technique to extract knowledge in data mining and Apriori is one of the most typical algorithms for this task. However, FIM is both data-intensive and computing-intensive and it is a challenge to develop fast and efficient algorithm that can handle large scale datasets.

In this paper, we proposed YAFIM, a parallel FIM algorithm implemented with the Spark framework. It contains with two phases in processing workflow. In Phase I, we load the transactional datasets from HDFS into the Spark RDD and generate 1-frequent itemset. In Phase II, we iteratively use k-frequent itemsets to generate (k+1)-frequent itemsets. We store all the data as RDDs in Spark and make good use of memory. Our work affirmed the advantage of in-memory computation model from Spark for iterative algorithms compared with MapReduce-based algorithms.
Our experiments show that YAFIM is about $18 \times$ faster than Apriori algorithms implemented in MapReduce framework. Furthermore, we can achieve a better performance in both sizeup and speedup for different datasets. In addition, we also evaluated YAFIM for medical application and revealed that YAFIM outperforms MRApriori about $25 \times$ speedup.
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